
Clustering and machine learning

• Molecular similarity
• MCSS
• Clustering
• Machine learning: QSAR
• Validation



Molecular similarity

•Molecular fingerprints
• Linear path-based
• Circular path-based
• Substructure-based

• Calculating similarity
• Tanimoto
• Tversky



Fingerprints (FP’s)

• Bitwise representation of a molecule
• Each bit reflects the presence or absence of certain chemical features 

in the molecule
• Typically there are 166, 1024 of 2048 bits to represent a single 

molecule
• FP’s depend on many user-definable settings and the underlying 

algorithm
• Comparison is only valid when calculated in a similar way!



Linear path-based FP’s (Daylight)
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Circular path-based fingerprints (Morgan)



Specifying a diameter (radius)



Substructure-based FP’s: MACCS

Only 167 bits (= 167 substructures)
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Tanimoto index



Tanimoto index

A 1 0 1 1 1 0 0 0
B 1 1 0 1 1 0 1 0

NA = 4

NB = 5

onlyA = 1

onlyB = 2

NC = 3
bothAB = 3

𝑇(𝑎, 𝑏) =
𝑁!

𝑁" + 𝑁# − 𝑁!
=

𝑏𝑜𝑡ℎ𝐴𝐵
𝑜𝑛𝑙𝑦𝐴 + 𝑜𝑛𝑙𝑦𝐵 + 𝑏𝑜𝑡ℎ𝐴𝐵

1 = identical
0 = totally different
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Tversky index

A 1 0 1 1 1 0 0 0
B 1 1 0 1 1 0 1 0

NA = 4

NB = 5

onlyA = 1

onlyB = 2

NC = 3
bothAB = 3

𝑇(𝑎, 𝑏) =
𝑏𝑜𝑡ℎ𝐴𝐵

𝛼 ∗ 𝑜𝑛𝑙𝑦𝐴 + 𝛽 ∗ 𝑜𝑛𝑙𝑦𝐵 + 𝑏𝑜𝑡ℎ𝐴𝐵

The factor α weights the contribution of the first ‘reference’ 
molecule. The larger α becomes, the more weight is put on the 
bit setting of the reference molecule.

1 = identical
0 = totally different



Tversky is asymmetric (a and b)

→ With a = 0.1, compounds that are substructures of the query give large values of T(a,b)

→ With a = 0.9, compounds that are superstructures of the query give large values of T(a,b)



Case study: similarity search

• In-house biological screen on DPP8 with 10,000 compounds revealed 
one hit:

• Similarity search with this compound on a virtual database of 
compounds (>6M) revealed several compounds that could be 
purchased and tested in vitro 
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Case study: similarity search results
Top-10 of the most similar compounds:

O=C(C1CCN(Cc2ccc(F)cc2)CC1)N1CCN(C(c2ccccc2)c2ccccc2)CC1 0.655
O=C(O)CCC(=O)N1CCN(C(c2ccc(F)cc2)c2ccc(F)cc2)CC1 0.654
O=C(CCN1C(=O)CCC1=O)N1CCN(C(c2ccc(F)cc2)c2ccc(F)cc2)CC1 0.642
O=C(C1CC1)N1CCN(C(c2ccc(F)cc2)c2ccc(F)cc2)CC1 0.635
O=C([C@H]1CCCN1)N1CCN(C(c2ccc(F)cc2)c2ccc(F)cc2)CC1 0.633
CN1CCC(C(=O)N2CCN(C(c3ccc(F)cc3)c3ccc(F)cc3)CC2)C1 0.633
CN1CCNC(=O)C1CC(=O)N1CCN(C(c2ccccc2)c2ccccc2)CC1 0.632
CCC(=O)N1CCN(C(c2ccc(F)cc2)c2ccc(F)cc2)CC1 0.626
CC(=O)N1CCC(C(=O)N2CCN(C(c3ccc(F)cc3)c3ccc(F)cc3)CC2)CC1 0.625
O=C(CN1CCCC1=O)N1CCN(C(c2ccc(F)cc2)c2ccc(F)cc2)CC1 0.623
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• MCSS
• Clustering
• Machine learning: QSAR
• Validation



Maximum common substructure (MCSS)
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MCSS: RDKit code



Sometimes very long calculation times
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Clustering

• Hierarchical clustering
• Non-hierarchical clustering



Hierarchical clustering







n_clusters = 6



n_clusters = 5



n_clusters = 4



n_clusters = 3



n_clusters = 2
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Clustering

• Hierarchical clustering
• Non-hierarchical clustering



Non-hierarchical clustering
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Quantitative Structure-Activity Relationship

• QSAR / QSPR
• Corwin Hansch (Ponoma College, California)
• Hansch equation:

𝑀𝑜𝑙𝑒𝑐𝑢𝑙𝑎𝑟 𝑝𝑟𝑜𝑝𝑒𝑟𝑡𝑦 = 𝑓(𝑎𝑡𝑜𝑚𝑖𝑐 𝑝𝑟𝑜𝑝𝑒𝑟𝑡𝑖𝑒𝑠)

Cl Br CH3 I



Data analytics

• Descriptive analytics
• Mean
• SD
• Histograms
• ...

• Predictive analytics
• This chapter

What will
happen?

What has
happened?



Two types of machine learning methods

• Supervised learning: each datapoint is labeled with a certain property
• Classification
• Regression

• Unsupervised learning: no labels
• Clustering
• Dimensionality reduction



Supervised learning: labels

• Classification: predict a class
• Active versus non-active
• Soluble versus insoluble
• QT-elongation versus safe
• Belongs to class A/B/C/...

• Regression: predict a quantitative number
• Probability of being active
• Quantitative estimation of activity (e.g. IC50)
• Predicted solubility in g/L
• ...

Continuous labels
(numbers)

Binary labels
(classes)



Binary labels (classes)

Continuous labels (numbers)



Unsupervised learning: no labels

• Clustering
• Hierarchical
• Non-hierarchical

• Dimensionality reduction
• PCA
• Feature selection



Bringing it all together

Type of labels Model Learning method

Continuous (numbers) Regression

Supervised

Binary (classes) Classification

No labels

Clustering

Unsupervised

Dimensionality reduction



Many algorithms exist

Supervised

Supervised

Unsupervised

Unsupervised



Supervised learning: what is a model?

𝑦 = 𝑎𝑥 + 𝑏

The property that needs to be 
modeled. Can be a biological 
activity, or a physicochemical 

property. 

Molecular description. Can be a 
molecular fingerprint, or some 
calculated properties like logP, 

MW, ... 

Model parameters. These 
parameters are determined 
during the training phase.

𝑦 = 𝑓(𝑥)
f(x) can be anything:
• linear regression model
• random forest model
• neural network
• ...



Model building phases

Training Validation Application

Determine a and b Are a and b good enough?

Yes

No

a	x + b →	y

𝑦 = 𝑎𝑥 + 𝑏

x



Linear regression

𝑦 = 𝑎𝑥 + 𝑏











Correlation plots



Neural network



Percepron







Random forest classifier
(a forest of decision trees)









0

0.2

0.4

0.6

0.8

1

1.2

0 2 4 6 8 10



scikit-learn: many useful models ready to use
https://scikit-learn.org/stable/index.html

Supervised:
• Classification
• Regression

Unsupervised:
• Clustering
• Dimensionality reduction

https://scikit-learn.org/stable/index.html
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Validation of classification models:
The confusion matrix



True positive rate (TPR)

• TPR = Sensitivity = recall
Tells us which fraction of the true actives are actually predicted by the model to be 
active.
Issue: since that the FP’s are not part of the equation, a model that predicts all 
compounds to be active (also those that are not) leads to a TPR of 1...

𝑆𝑒𝑛𝑠𝑖𝑡𝑖𝑣𝑖𝑡𝑦 = 𝑟𝑒𝑐𝑎𝑙𝑙 =
𝑇𝑃

𝑇𝑃 + 𝐹𝑁 = 𝑇𝑃𝑅 =



True negative rate (TNR)

• TNR = Specificity
Tells us which fraction of the true non-actives are actually predicted by the model 
to be non-active.
Issue: since that the FN’s are not part of the equation, a model that predicts all 
compounds to be non-active (also those that are not) leads to a TNR of 1...

=𝑆𝑝𝑒𝑐𝑖𝑓𝑖𝑐𝑖𝑡𝑦 =
𝑇𝑁

𝑇𝑁 + 𝐹𝑃 = 𝑇𝑁𝑅



Accuracy

• Compromise between TPR and TNR
Tells us which fraction of the predictions are indeed correct predictions

= 𝐴𝑐𝑐𝑢𝑟𝑎𝑐𝑦 =
𝑇𝑃 + 𝑇𝑁

𝑇𝑃 + 𝐹𝑃 + 𝐹𝑁 + 𝑇𝑁



Precision

• Precision = Positive predictive value (PPV)
Tells us which fraction of the predicted actives are actually real actives.

=𝑃𝑟𝑒𝑐𝑖𝑠𝑖𝑜𝑛 =
𝑇𝑃

𝑇𝑃 + 𝐹𝑃



Other performance metrics

• False positive rate (FPR) = Fall-out

• False negative rate (FNR) = Miss rate

• F1-score: harmonic mean of precision
and sensitivity:

𝐹𝑎𝑙𝑙 𝑜𝑢𝑡 =
𝐹𝑃

𝐹𝑃 + 𝑇𝑁 = 𝐹𝑃𝑅

𝐹𝑁𝑅 =
𝐹𝑁

𝐹𝑁 + 𝑇𝑃

𝐹1 𝑠𝑐𝑜𝑟𝑒 =
2 ∗ 𝑝𝑟𝑒𝑐𝑖𝑠𝑖𝑜𝑛 ∗ 𝑟𝑒𝑐𝑎𝑙𝑙
𝑝𝑟𝑒𝑐𝑖𝑠𝑖𝑜𝑛 + 𝑟𝑒𝑐𝑎𝑙𝑙



Validation of continous models:
the cutoff value

• We can use a cutoff value to convert a ranking into a classification

1 1 1 0 00 0 0 0 0



Given a specified cutoff value, one can use the same 
performance metrics as for the classification models



The AUC-ROC curve
• Performance metric that is often used for continuous models (but can 

also be used for classification models)

Continuous model: calculated by
varying the applied cutoff value:

many TPR-FPR pairs

Classification model: only a single
TPR-FPR pair is available



EF and MSE
• Enrichment factor EF: measures by how much the model is able to 

‘enrich’ the number of actives in the predicted set of actives when 
compared to how many actives there exist in the entire dataset:

• Mean squared error MSE: measures the average squared difference 
between predictions and true values:

𝐸𝐹 =
𝑇𝑃 𝑇𝑃 + 𝑇𝑁 + 𝐹𝑁 + 𝐹𝑃
𝑇𝑃 + 𝐹𝑃 𝑇𝑃 + 𝐹𝑁

𝑀𝑆𝐸 =
1
𝑛G
$%&

'

𝑌$ − I𝑌$
(



k-fold cross-validation


